
Better Never Than Late: Timely Edge Video Analytics
Over the Air

Vinod Nigade∗
VU Amsterdam

Ramon Winder∗
VU Amsterdam

Henri Bal
VU Amsterdam

Lin Wang
VU Amsterdam & TU Darmstadt

ABSTRACT
Edge video analytics based on deep learning has become an impor-
tant building block formanymodern intelligent applications such as
mobile augmented reality and autonomous driving. Various mecha-
nisms have been developed to handle dynamic wireless networks,
compute resource availability, and achieve high analytics accuracy
via filtering, DNN compression, pruning, and adaptation. So far, lim-
ited attention has been paid to timeliness—providing strict service-
level objectives (SLO) for edge video analytics pipelines, which is
essential for the usability of user-interactive and mission-critical
intelligent applications. In this paper, we analyze the challenges in
achieving SLO for edge video analytics and present a system design
for timely edge video analytics over the air leveraging a simple yet
effective idea—feedback control. Our preliminary evaluation based
on a system prototype and real-world network traces shows the
potential of our design. We also discuss the limitations, calling for
future work.

CCS CONCEPTS
• Computer systems organization → Real-time system archi-
tecture; • Networks → Application layer protocols; • Human-
centered computing → Ubiquitous and mobile computing.
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1 INTRODUCTION
The rapid development of Internet-of-Things (IoT) has led to the pro-
liferation of modern intelligent applications driven by the recent ad-
vances of artificial intelligence (AI), such as augmented reality (AR),
intelligent personal assistants, and autonomous driving [1, 2, 7, 21].
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A remarkable number of these applications base their functionality
on video analytics—analyzing continuous video streams generated
by mobile and IoT devices to understand the environment [3]. Pow-
ered by advanced deep learning techniques [13, 26], video analytics
typically relies on sophisticated deep neural networks (DNNs) that
demand intensive computation. This poses critical challenges for
the deployment of emerging intelligent applications that are based
on video analytics, considering the generally limited capability of
mobile and IoT devices.

Edge computing is deemed a promising computing paradigm
for video analytics [28]. The main idea of edge computing is to
deploy computing resources at the network edge (e.g., cellular base
stations, wireless access points) to support computation-intensive
intelligent applications. The edge platform helps reduce network
latency and bandwidth consumption in the wide area, which are
critical limitations of cloud computing. Meanwhile, edge computing
provides more computational power for the deployment of intelli-
gent applications with state-of-the-art DNNs, when compared with
on-device computing.

Despite its high promise, edge computing also brings new critical
challenges for video analytics. On the one hand, the edge-based
setup introduces high system dynamics: (1) The video stream has
to be transferred over a highly variable wireless network before
being processed. (2) The edge platform may be shared with other
concurrent processing tasks, which can bring resource contention,
thus resulting in performance uncertainty. On the other hand, a
variety of modern intelligent applications based on video analytics
require timely processing. For example, user-interactive applica-
tions like virtual reality require that the motion-to-photon latency
is bounded by 20ms [6, 21]. Other time-critical applications like au-
tonomous driving also enforce such constraints to ensure safety [1].
Overall, these applications impose strict service-level objectives
(SLO) on the end-to-end latency in order to be usable in production
environments. Unfortunately, the SLO guarantee for edge video
analytics has been overlooked in the literature so far.

In this paper, we make a case for timely edge video analytics, i.e.,
providing strict SLO defined on the end-to-end latency, including
both the network transfer and the DNN inference serving stages,
for edge video analytics pipelines. We identify the challenges in
achieving SLO guarantees in edge video analytics and perform
analysis on how the existing solutions fall short (Section 2). Based
on the analysis, we propose a design based on the idea of feed-
back control, where the system adapts itself towards the goal of
SLO guarantee by exploiting smoothed history information (Sec-
tion 3). We build a system prototype and conduct experiments with
real-world network traces. Our experimental results show that our
design based on feedback control while being simple, is effective
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Figure 1: A typical edge video analytics pipeline.

in achieving strong SLO guarantees (Section 4). We also discuss
the limitations of our design (Section 5) and present related work
(Section 6), before concluding the paper (Section 7).

2 BACKGROUND AND MOTIVATION
In this section, we first present background information about edge
video analytics. Then, we proceed to identify the challenges in the
SLO guarantee for edge video analytics. Finally, we analyze the
research gap in the literature and motivate our work.

2.1 Edge Video Analytics
The widespread adoption of high-resolution cameras and the rapid
advancements of deep learning techniques have rendered deep
learning based video analytics a key component in a variety of
modern intelligent applications such as AR and autonomous driv-
ing [1, 21]. On the one hand, these deep learning techniques involve
sophisticated DNNs to achieve high analytics accuracy, which typ-
ically requires intensive computation. On the other hand, the us-
ability of these applications is subject to the service-level objective
(SLO) on the latency [12, 17]. However, end-devices are typically
equipped with limited computing resources due to portability and
battery limitations. Thus, achieving high usability without dramat-
ically sacrificing analytics accuracy for real-time video analytics is
unlikely with on-device computing.

Edge video analytics leverages computing resources deployed
at the network edge, e.g., at the cellular base stations and wireless
access points, to perform video data processing. The end-device is
connected to the edge platform with a one-hop wireless connection.
An overview of a typical edge-based video stream analytics system
is depicted in Figure 1. Due to the variability of the wireless network
performance, achieving the highest analytics accuracy constantly in
edge video analytics is hardly possible. To handle system dynamics
and optimize analytics accuracy, adaptive approaches allows the
system to adapt its video frame size/rate together with the employed
DNN (e.g., from a pool of DNNs optimized at different levels with
techniques including pruning and quantization), which conducts
a tradeoff between the resource consumption and the analytics
accuracy at runtime.

2.2 Being on Time Is Hard
Providing strict SLO on the end-to-end latency in edge video ana-
lytics is hard, and we identify the following challenges:
C1 Network variability of the wireless connection. The condi-

tion of the network connection (e.g., bandwidth and round-trip
time, RTT) between the end-device and the edge platform suf-
fers high variability due to the nature of the wireless connection

which is susceptible to end-device mobility and environmental
interference [14, 31]. This is confirmed by our collected WiFi
traces (see Figure 5(top)) measured with a smartphone while
moving around. The peak-to-valley bandwidth ratio can be as
large as 5×. As a result, the time for sending a video frame over
the network is also highly variable and hard to predict.

C2 Performance volatility of the edge platform. The edge
platform consists of powerful but still limited computing re-
sources which are likely to be shared amongmultiple processing
tasks from different users/applications due to proximity con-
siderations, i.e., users receive edge resources from the location
closest to the end-device. Without sophisticated performance
isolation mechanisms which are unlikely to be implemented
at the resource-constrained edge, co-located processing tasks
can incur significant performance interference with each other.
This problem has been highlighted in Figure 5 in [30] where
resource contention turns out to be a major source of system
performance volatility. Thus, the time it takes to process an
inference request (e.g., a video frame or a window of frames)
can show a high level of uncertainty.

C3 Cascading effect of system adaptation decisions. The edge
video analytics pipeline consists of twomajor steps, namely data
transfer and DNN inference, with buffers holding pending infer-
ence requests before each of these steps, as shown in Figure 1.
Consequently, the adaptation decision made for the current
video frame may negatively affect those for future video frames
in a complex manner due to the well-known “bufferbloat” issue.
Such a cascading effect imposes extremely high complexity in
system adaptation decision-making for SLO guarantee.

C4 DAG-based DNN inference serving.As discussed, edge video
analytics involves both the data transfer and the DNN inference
steps. For the DNN inference step, many existing works assume
that only one DNN is involved in the analytics. Alternatively,
the application can involve a more complex inference serving
logic where multiple DNNs are orchestrated into a directed
acyclic graph (DAG) for serving inference requests. Achieving
strict SLO thus requires appropriate coordination among all the
DNNs involved in the analytics pipeline, which further adds
complexity to system adaptation.

2.3 Where Are We Standing?
Existing solutions to video analytics can be generally categorized
into two directions: adaptive video analytics and DNN inference
serving. The former concerns system adaptation to conduct trade-
offs between analytics accuracy and resource consumption to han-
dle system dynamics. The latter mainly focuses on resource manage-
ment on server clusters to achieve resource efficiency while meeting
performance goals. A summary of the representative works in both
research directions is shown in Table 1. Through this comparison,
we make the following observations: (1) While some work (e.g.,
JetStream and AWStream) has considered latency in their system
design, achieving strict SLOs for edge (or wide-area) video analytics
has been rarely explored. (2) Very little attention has been paid on
jointly considering the variability of both the network and compute
steps in the design of adaptive edge video analytics pipelines. (3)
DAG-based DNN inference has hardly been considered in adaptive
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Solution Network Compute DAG SLO

Adaptive (wide-area or edge) video analytics
JetStream [25] ✓ ✗ ✗ -
LAVEA [32] ✓ ✓ ✓ -
VideoStorm [35] ✗ ✓ ✓ -
AWStream [34] ✓ ✗ ✗ -
Chameleon [16] ✗ ✓ ✗ ✗

VideoEdge [15] ✓ ✓ ✓ ✗

Clownfish [24] ✓ ✗ ✗ ✓

DDS [10] ✓ ✗ ✗ -
SPINN [19] ✓ ✗ ✗ ✓

DNN inference serving
Clipper [9] ✗ ✓ ✗ ✓

DeepQuery [11] ✗ ✓ ✓ -
Nexus [29] ✗ ✓ ✗ ✓

GrandSLAm [17] ✗ ✓ ✓ ✓

InferLine [8] ✗ ✓ ✓ ✓

ALERT [30] ✗ ✓ ✗ ✓

Clockwork [12] ✗ ✓ ✗ ✓

Llama [27] ✗ ✓ ✓ ✓

Table 1: Summary of existing video analytics systems (✓:
full support, -: partial support (latency considered but not
guaranteed), ✗: no support).

edge video analytics systems. Overall, we see a clear gap between
the state-of-the-art and our goal of providing strict SLOs for the
end-to-end edge video analytics pipeline.

3 TIMELY EDGE VIDEO ANALYTICS VIA
FEEDBACK CONTROL

In this section, we show how we can achieve timely video analytics
over the air by leveraging a simple idea called feedback control.
We first explain why feedback control is a suitable choice and then
present our system design.

3.1 Why Use Feedback Control?
Generally speaking, achieving strict SLOs in edge video analytics
can be done with two lines of approaches: proactive and reactive.
Proactive approaches make system adaptation decisions based on
real-time system status. Hence, they require precise information
about the network status (typically done with bandwidth prob-
ing [34]), the availability of the compute resources, and the expected
performance interference (e.g., based on a complex performance
model [30]), all in real-time. However, the edge environment is
highly dynamic, and obtaining such information precisely on time
is not always realistic. On the contrary, reactive approaches rely
on the history information based on the outcome of past system
status and adaptation decisions. Overall, the benefits of reactive
approaches include:
• No need for bandwidth probing and thus incurring no network
overhead,

• No need for building explicit performance (interference) models
for DNNs on the edge, and

• High scalability since the adaptation logic is relatively simple
and can be placed on every end-device.

Frame Manager

Controller

Analytics 
results

Video 
frames Adapted video 

frames

State Manager

Edge

Inference  
Manager

DNN Pool

End-device

Feedback

Figure 2: An overview of the system architecture and the
main workflow.

Considering these benefits, we adopt a reactive approach for the
SLO guarantee in edge video analytics. More specifically, we employ
the feedback control technique, where we tune the system towards
our goal based on the observed system outcome in the history.
Our design is a proof-of-concept for reactive approaches. More
sophisticated mechanisms such as PID control, model predictive
control (MPC), and deep reinforcement learning (DRL) can also be
explored later as they have shown big successes in other networked
systems [22, 23, 33].

3.2 System Design
We now present our system design—timely edge-based video an-
alytics over the air based on feedback control. Figure 2 depicts
an overview of the system architecture and the general workflow.
Overall, the system contains several modules that span across the
end-device and the edge. The end-device represents a less power-
ful user device (e.g., a smartphone or an AR device), which uses a
camera to capture the environment and generates the video stream
for analytics, while the edge represents a relatively more power-
ful server equipped with high-end accelerators like GPUs at the
network access point which the end-device is connected to via a
wireless connection (e.g., WiFi, LTE, or 5G).

3.2.1 System workflow. The system works as follows: On the end-
device, the Frame Manager module receives video frames at a fixed
frame rate (e.g., 30 frames per second). The Frame Manager then
resizes the video frames based on the control decision produced by
the Controller module, encodes them, and sends them to the send-
ing queue. The frames will be sent out to the edge over the wireless
network. Upon receiving a frame from the end-device, the Inference
Manager module on the edge picks a DNN with size matching the
frame size from the pool of DNNs and uses the selected DNN to
perform inference on the frame. Here, we choose an inference task
involving only one DNN for simplicity, but our system supports
DAG-based DNN inference tasks. When the inference is complete,
the Inference Manager sends the inference result (typically contain-
ing text labels and bounding box coordinates which are small in
size) to the end-device. On the end-device, a module called State
Manager collects system state information, including the time it
takes for every frame to be sent and processed by the edge. The
Controller then relies on the information provided by the State
Manager module and employs a control algorithm (detailed later)
to make system adaptation decisions, i.e., deciding the frame size
for the upcoming frames.
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Figure 3: Feedback control internals.

3.2.2 State manager. This module manages the system state. As-
sume the SLO is given by 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 , which is the target per-frame
end-to-end latency that the system aims to achieve. Specifically, the
State Manager maintains the measured end-to-end latency of past
frames and removes noise from the measurement results using a
smoothing filter. Particularly, we employ an error-based adaptive
filter [18], which has a good balance between sensitivity to large
changes and stability to small fluctuations. Assume time is split
into slots (e.g., one second). We denote the smoothed latency at
time slot 𝑡 by 𝑇𝑟𝑒𝑎𝑙 (𝑡). We then compute the term deviation 𝜎𝑡 as
an absolute difference between the target latency and the smoothed
latency, i.e., 𝜎 (𝑡) = |𝑇𝑟𝑒𝑎𝑙 (𝑡) −𝑇𝑡𝑎𝑟𝑔𝑒𝑡 |. The error 𝑒 (𝑡) is calculated
by scaling the deviation 𝜎 (𝑡) where we use the power function as
the scaling method:

𝑒 (𝑡) =
{
− (𝜎 (𝑡))𝑎, if 𝑇𝑟𝑒𝑎𝑙 (𝑡) ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 ,

+ (𝜎 (𝑡))𝑏 , otherwise
(1)

Here, 𝑎 and 𝑏 are parameters and we set 𝑏 > 𝑎 to assign a higher
penalty to SLO misses.

The State Manager also maintains an observation window of
up to 𝑊 past time slots where the average of the errors in the
observation window is used as an output of the State Manager,
i.e., 𝛿 (𝑡) = ∑𝑡−1

𝑖=𝑡−𝑊 𝑒 (𝑖)/𝑊 . We reset the window on every control
decision (i.e., on frame size adaptation). Therefore, the past𝑊 error
values accumulated in the window always represent errors under
the same frame size.

3.2.3 Controller. We employ a threshold-based approach to make
the adaptation decision, denoted by 𝑠 (𝑡), as shown in the following
equation:

𝑠 (𝑡) =


𝑠 (𝑡 − 1) + 1, if 𝛿 (𝑡) ≤ \𝑙𝑜𝑤 ,

⌊𝑠 (𝑡 − 1)/2⌋, if 𝛿 (𝑡) ≥ \ℎ𝑖𝑔ℎ,

𝑠 (𝑡 − 1), otherwise.

(2)

Intuitively, we gradually increment the (enumerated) frame size to
the next level when the state output 𝛿 (𝑡), i.e., the average error in
the observation window, is lower than some threshold. Inspired by
existing congestion control algorithms used for network transport,
we decrease the enumerated frame size multiplicatively to respond
fast to dramatic network bandwidth changes. The behavior of the
adaptation can be further fine-tuned so that the change in the frame
size matches the state output 𝛿 (𝑡).

In this preliminary work, we chose values for the thresholds and
other control parameters empirically. However, choosing threshold
values adaptively based on the variance in the measurements and
the amount of increase in the latency values for different frame
sizes can be used to further improve the performance.

3.2.4 Incorporating Analytics Accuracy. Typically, the accuracy of
DNNs increases with the increase in the input (frame) size, but
not always. One option is to let the Controller return the largest
frame size that can satisfy the SLO, but this may not provide the
best analytics accuracy. Therefore, we choose to select the frame
size that provides the highest accuracy among all feasible frame
sizes—the frame sizes that are smaller or equal to the one returned
by the Controller. Estimating a function that maps the frame size
to the analytics accuracy during runtime is a challenging and open
problem due to well-known issues such as video context drifts [4].
We leave it for future exploration.

4 PRELIMINARY EVALUATION
In this section, we introduce the experimental setup and discuss
the evaluation results in detail.

4.1 Experimental Setup
4.1.1 System setup. We built a system prototype with an NVIDIA
Jetson Xavier board as the mobile end-device and a server equipped
with an Intel Xeon E5-2630 CPU, 64GB DRAM, and an NVIDIA RTX
2080 Ti GPU as the edge server. The two devices are connected via
a 1Gbps Ethernet network, on which we use the Linux tc utility to
replay wireless network traces (under mobility) for experiments.
The system software is implemented in C++, where we use OpenCV
for frame-based operations and Darknet for DNN inference on
GPUs [5]. We evaluated our system on the object detection task
performed by YOLOv4 DNNs. Our DNN pool consists of 19 YOLOv4
DNNs [5] with input sizes ranging from 64 × 64 to 640 × 640 with
a step size of 32. We load as many DNNs to the GPU memory as
possible and use the least recently used (LRU) policy to evict loaded
DNNs to make room for new DNNs. For the experiments, we use
videos from the PKU-MMD dataset [20], which contain multiple
objects including persons, desks, and chairs. We set the SLO as
33ms, the minimal latency for achieving 30 FPS with a single GPU,
which is also a much tighter number compared with what is used
in other systems where the SLO is set to hundreds of milliseconds
or even seconds [12, 17].

We implemented the client and server as a single process, multi-
threaded module. The client module has three main threads for
reading (or capturing) frames, sending frames, and receiving object
detection results. The reading thread calls the controller in the
same thread context and then preprocesses (resize plus encode)
the frame according to the frame size returned by the controller.
Upon receiving detection results, the receiving thread makes a
call to the controller to handle feedbacks. Like the client module,
the server module also has the receiving and sending threads and
their associated queues. The server runs a main serving thread
that calls the Darknet API (detect) to execute the desired DNN
model from the model pool in the same thread context and uses
a separate loading thread for provisioning a desired but passive
model on the GPU. Note that one can use more advanced model
serving frameworks like Clipper, INFaaS, or Clockwork as a server
module, as long as the frameworks do not introduce highly variable
delay such as waiting time or overhead in model switching (or
scheduling).
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4.1.2 Parameter values. We empirically choose the history window
𝑊 size to be 20, i.e., observing the last 20 frames as feedback. The
controller at time 𝑡 does not wait for the direct previous frame
feedback (i.e., a frame sent at (𝑡 − 1)) as it introduces a delay that
may create a cascading effect in case of short glitches in the system.
Therefore, we make decisions on stale feedbacks but with a limit
on the staleness (e.g., no more than one second elapsed or at least
the feedback for (𝑡 − 30)th frame must be available) under the
assumption that the system’s state remains relatively stable for a
short period of time. We choose the value of threshold \𝑙𝑜𝑤 as a
negative value of the product (𝑊 · 7.5) and \ℎ𝑖𝑔ℎ as zero. Here,
the multiplier 7.5ms roughly represents the increase in end-to-end
latency plus the variance if the model size increases by one.

4.1.3 Evaluation metric. We use end-to-end (E2E) latency as a mea-
sure of timeliness, and it includes the processing (resizing plus
encoding) time on the client, network transmission time to send
frames and receive results, processing time (decode and maybe
resize) on the server, queuing delay and the DNN inference time.

4.1.4 Controller overhead. One of the main goals in our controller
design is to be scalable and lightweight in terms of compute, mem-
ory, and network usage. The control algorithm for every decision-
making requires only a few simple arithmetic and logical operations
that should be extremely fast on many end-devices. In terms of
memory, the controller has to store only an array of past errors
in the control window of length𝑊 and requires no extra network
usage, as we do not have to monitor (or profile) network bandwidth
actively.

4.2 Results
We perform experiments on our testbed with both synthetic band-
width shaping values similar to those used in [34], and real-world
WiFi network traces collected by ourselves when walking with a
mobile device connected to a WiFi access point.

Figure 4 shows the results with the synthetic bandwidth shap-
ing values. Here, we assume the end-device sends 30 frames per
second to the edge server for analytics. We periodically choose
the bandwidth limit values from the ordered list {25, 7.5, 5} Mbps
and each value for 20 seconds. The top plot shows the network
bandwidth variation over time. The middle plot shows the selected
model compared with the desired model (the optimal one if the
current network bandwidth condition is known beforehand). In our
setup, the models that are neighbors in size of the currently active
model are often pre-loaded according to the LRU model caching
and replacement policy with enough GPU capacity. As a result, the
model switching is almost always done instantaneously. The bot-
tom plot depicts the measured end-to-end latency of every frame,
where we can see that the SLO violation rate is as low as 1.03%
despite the extremely tight SLO.

Figure 5 shows the results with real-world WiFi network trace
collected by ourselves. Here, the network bandwidth varies at the
granularity of seconds. As we can see, the variability is significant,
confirming the need for system adaptivity for the SLO guarantee.
Even under the highly variable network conditions, our proposed
method meets the SLO for 98.3% of all the frames, confirming the
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Figure 4: SLO guarantee performance under a synthetic net-
work bandwidth trace.

effectiveness of our proposed reactive approach for the SLO guar-
antee.

Although we use the additive increase multiplicative decrease
adaptation strategy, it can be seen from the figures (especially Fig-
ure 4) that our control algorithm quickly ramps up the DNN model
as soon as the bandwidth improves significantly. This is because the
end-to-end latency would be much lower than the target SLO, lead-
ing to the high error values defined in Equation 1. This ultimately
leads to the selection of DNN models with larger sizes to quickly
lower the gap between the target SLO and the measured per-frame
end-to-end latency. The DNN model size is decreased dramatically
when there is a significant drop in bandwidth, preventing violations
due to slow reactions from the algorithm.

Figure 6 depicts the CDF of the end-to-end latency under both the
synthetic and real-world network bandwidth traces. We can clearly
observe that most of the frames (e.g., 99% with the synthetic trace
and 98.3% with the real-world trace) are completed within the SLO.
Note that, in both cases, the median latency of the frames finished
before the deadline is around 27.53ms and 28.87ms, respectively,
indicating that our method is not very conservative and does not
significantly waste the latency budget to meet the SLO.

5 DISCUSSION
In this section, we discuss some of the limitations of our proposed
approach and envision future work.

5.1 Responsiveness
While achieving promising results, we also notice some inevitable
limitations in terms of responsiveness: (1) Feedback control, in its
nature, is a reactive approach where the adaptation is done based
on a smoothed history and is not sensitive to rapid changes in
network bandwidth. (2) In our adaptation logic, we always choose
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Figure 5: SLO guarantee performance under a real-world
WiFi bandwidth trace.
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a neighboring model to switch to, disallowing jumping decisions.
While this helps with the model caching since future adaptation
decisions are among the neighbors of the current DNN model, it
also brings a delay in reacting to bandwidth changes. On the other
hand, if we employ an adaptation algorithm that can freely change
the DNN model size, i.e., more responsive to network bandwidth
changes, we need to find a solution for model caching since loading
a DNN to the GPU memory takes a few seconds. We will explore
such algorithms in future work.

5.2 Model Selection and Batching
In this work, we assume the batch size during DNN inference to
be one, which is suboptimal when (1) clients have higher latency
SLOs, (2) many concurrent clients need to be served. Typically,
DNN models offer higher throughput at large batch sizes but at the
expense of higher inference latency. For clients with larger SLO
(i.e., with a higher latency budget on the server), we can select
larger models to satisfy the desired throughput (and accuracy as a
consequence) by choosing larger batch sizes optimally. However,

estimating the latency budget and determining the DNN model size
together with the inference batch size in real-time under dynamic
network conditions is non-trivial.

Furthermore, choosing models and batch sizes is complicated in
the case of multiple clients issuing concurrent inference requests to
the edge. In such a scenario, executing inferences at batch size one
may lead to underutilization of the edge server and thus sub-optimal
performance. The latest cloud inference serving systems promise to
meet the latency SLOs but only on the server side and fail to consider
the end-to-end latency which includes also the dynamic network
part. As future work, we aim to design and implement a modern
DNN serving system that can jointly consider the client’s network
dynamics and requirements (e.g., throughput), DNN management,
and scheduling on the edge server with limited resources.

6 RELATEDWORK
With the goal of achieving high analytics accuracy, adaptive edge
video analytics systems such as AWStream [34] and Chameleon [16]
conduct dynamic tradeoffs between resource consumption and accu-
racy via adapting system configurations, including frame size/rate
and DNN model.

However, very few of these systems target the goal of achieving
strict SLO guarantee. SLO guarantee for video analytics has been
studied in the literature, but the focus is mainly on DNN infer-
ence serving on the server so far. Existing systems like Clipper [9],
Nexus [29], and Clockwork [12] target efficient video analytics with
strict SLO guarantees through informed resource management and
request scheduling in server clusters. There are also systems such
as GrandSLAm [17], InferLine [8], and Llama [27] that consider
SLO guarantee in complex video analytics graphs on servers.

None of these works include the data transfer over the wireless
network, which plays a critical role in edge video analytics pipelines.
Unlike all these works, we propose to meet SLOs on the per-frame
end-to-end latency for edge video analytics over the air.

7 CONCLUSIONS
In this paper, we made a case for timely video analytics at the edge
by enforcing strict SLOs. We identified the challenges in achieving
strict SLO guarantee on edge video analytics pipelines and analyzed
the gap in the existing systems. We also proposed an adaptation
mechanism based on feedback control which canmake system adap-
tation decisions towards the specified SLO for edge video analytics.
Preliminary results based on a prototype implementation showed
that the proposed mechanism is promising, but imposes several
limitations. In our future work, we will study more sophisticated
adaptation mechanisms.
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